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GLOSSARY

	API 
	Application Program Interface 

	AutoBAHN 
	Automated Bandwidth Allocation across Heterogeneous Networks

	BoD 
	Bandwidth on Demand 

	CPU 
	Central Processing Unit 

	DM 
	Domain Manager 

	GB 
	Gigabyte 

	GHz 
	Gigahertz 

	GRE 
	Generic Routing Encapsulation 

	IDM 
	Inter-Domain Manager 

	IP 
	Internet Protocol 

	L2 
	Layer 2  

	LHC 
	Large Hadron Collider

	LSA 
	Large Hadron Collider Software Applications

	MB 
	Megabyte 

	MCC 
	Metro Core Connect

	MHz 
	Megahertz 

	MPLS 
	Multiprotocol Label Switching

	NIC 
	Network Interface Card

	OS 
	Operating System

	OSPF 
	Open Shortest Path First

	PoP 
	Point of Presence

	RDBMS 
	Relational Database Management System

	SMTP 
	Simple Mail Transfer Protocol

	SVN 
	Subversion, a version control system 

	VPN 
	Virtual Private Network 


Introduction

The purpose of this document is to survey and evaluate currently available systems for management of circuit provisioning in use by advanced research and education networks to operate hybrid networks in production or in testbeds. The evaluation will help the CLARA Technical Management and Steering Technical Committee to select a control plane system to enable and manage circuits services and perform traffic engineering allowing interoperation of the CLARA’s circuits with other static or dynamic GMPLS-based circuits services used by other academic and research networks. The main purpose of GMPLS management systems is to make the circuit service operation scalable, secure, resilient, and easier to deploy, manage and operate.

With this control plane system, CLARA will have a GMPLS-based circuit management system, allowing multi-services in the backbone, or the ability to deliver data transport services, as well as IP routing services, across the same packet-switched network infrastructure CLARA operates. As a consequence, CLARA will also become a hybrid network, capable of offering circuits services to its members and to perform Traffic Engineering (TE) over the traditional IP network. This capability will also allow CLARA to actively participate in initiatives like GLIF [12], that deploys optical paths across advanced networks borders in all continents. It will be also possible to improve the resiliency of the circuit services in the network using Fast Reroute (FRR).   

Hybrid Networks

Differently of the definitions that describe hybrid networks as having a mixture of topologies and access methods, the hybrid networks in this document are the kind that are being researched in recent years, with architectures which provide both IP routed service and some form of service which provides access to dedicated, deterministic, and schedulable network resources. "Deterministic" is the key concept, meaning that users may not get exactly what they want, but they will know what they have, and can plan their application processes and workflows with confidence the network will deliver what has been promised.

Dynamic Circuit Networks are used to create circuits of specific bandwidth between two endpoints. This virtual circuit can be created for a short duration of time or permanently. There is an expectation that this virtual circuit is more reliable and flexible in terms of bandwidth specification between source node and destination nodes in the network. Using this technology, scientists of projects like the Large Hadron Collider (LHC) and other projects that involve collaboration between researchers that are geographically distributed locations, can create short or long-term scheduled bandwidth connections over WAN backbones.  

The creation of virtual circuits across different domains or Autonomous Systems requires coordination between them. A control plane software can be used in the domains to automate the creation and tear down of circuits, making it easier to coordination across domains, along with required authentication and authorization mechanisms. Projects such as AutoBAHN (GEANT), DRAGON (NSF) and OSCARS (ESnet) have developed their control planes for this purpose. The GLIF initiative is involved in the development of and inter-domain protocol in cooperation with various other research organizations. 

The ION (Interoperable On-demand Network) - the new name for the Internet2 DCN (Dynamic Circuit Network) after it went into production - leverages the existing control plane work with a simplified web application to instantiate circuits on the Internet2 dynamic circuit fabric. 

Objective

Definitions of hybrid networks say that there is a class of users, which require “deterministic network services”. These users do not want (or can they afford) to share bandwidth fairly via the use of something like a TCP friendly congestion control. In general, examples mention expensive resource eScience communities, emergency response, mission or business critical functions, building (or traffic engineering) of the best effort IP network. But these users are the exception, they are not a large part of the total traffic from a flow perspective, they can be a large part from a bandwidth usage perspective.  

This service is not a replacement for the best effort IP network, but an additional network capability. The best effort IP network still carries the majority of users.   

It is important to notice that the definitions found and descriptions do not mention any clear example of applications, services or workflows that require deterministic services. In the - not exhaustive - research made for this document, it was not possible to find any reference to clarify or justify these needs, beyond traffic separation and some sort of TE to allocate the required bandwidth for a specific application. In the same fashion, it was not found a reference that would mention drawbacks of hybrid networks or use of circuits in backbones, or any of its weaknesses, or the resources to cope with failures that can - and will - happen in a production network. Only one reference that mention downsides of using circuits was found, not specifically about hybrid networks, but about MPLS in general, saying that one major drawback is that MPLS hides suboptimal topologies from BGP, where multiple exits may exist for the same route, what can be a good thing or a bad thing depending on the traffic planning goals [13]. 

On the other hand, there also are specialists who say that a well engineered and over-provisioned statistical multiplexing system (e.g.: a pure IP network) can be simpler to operate and more reliable than a more complex, stateful, switching system, which can have a somewhat ad-hoc topology, determined dynamically on demand.  

This document has no intention to clarify or justify the need for hybrid networks, or to delve in the ancient "Netheads vs Bellheads"[10] discussions. The main objective of this work is to try to summarize the currently available hybrid networks control plane solutions and from those, perform a comparison based on a few criteria items, and try to select one option that CLARA can make use for its own purposes, by researching hybrid networks resources publicly available on the internet.

The CLARA Network

Academic research networks and service providers are looking to provide higher bandwidth, as well as enhanced services like QoS, relying in Gigabit Ethernet technologies development, to scale the bandwidth offered to enterprise customers to WAN and MAN applications, instead of using SONET/SDH infrastructures to provide data services, as these transport technologies are not optimized to match the increased bandwidth demands of the LAN and MAN transmission speeds in the WAN in a cost effective way. 

In order to have support for collaboration with those advanced networks, CLARA have plans to deploy an infrastructure capable of offering Layer 3 IP based (connectionless) services and layer 2 circuit services (connection oriented), using the increasingly dominant transport technology, Gigabit Ethernet. To support the Layer 2 circuit services across a WAN backbone, MPLS will be required for service scalability, resiliency and interoperability with other backbones. 

As some small communities of users – astronomers, astrophysics, high energy physics, and biogenetic researchers, to name some – have applications with specific requirements, that are expected to be better supplied by connection-oriented circuits services, and the operation of IP networks is a well understood subject nowadays, NRENs and many Service Providers are shifting their focus to other activities or business opportunities. For NRENs - particularly in Europe and North America - the focus changed to newer trends: support for network research and support for big science, which can require high bandwidth and non-standard applications and protocols. In order to support the same kinds of demands in Latin America, the CLARA network is looking forward to deploy technologies that would allow its members to have access to services that interoperate with other academic networks' services. 

In the particular case of CLARA, the budget restrictions to upgrade the network infrastructure did drive the network design towards an infrastructure using mostly simple, cheaper layer 2 managed switches on most network nodes (PoPs), in order to provide cheaper 10GbE interfaces available and to have connectivity with bandwidth ranging from 1Gbps to 10Gbps at prices that are compatible with the CLARA and ALICE2 Project resources. 

The new CLARA network design, described in [11], includes a proposed architecture for the CLARA network using the optical lightpaths, layer 2 switches and layer 3 routing equipments to comply with CLARA's constraints. Figure 1 shows the proposed network design. 
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Figure 1 - CLARA network design proposal using less Layer 3 and more Layer 2 network equipments

Even considering the limitations in scalability, robustness and networking features of layer 2 switches, the network design show in Figure 1 was preferred by CLARA's Technical Committee, in face of the costs associated with the more expensive 10G Ethernet and 10G SDH WAN routers interfaces, linecards and chassis. The choice also considered the increased complexity to deploy and manage a number of VLANs to interconnect client networks to the backbone routers to perform layer 3 routing. 

CLARA is looking forward to use a GMPLS-based circuit management system to ease and scale the network operation to deal with circuit creation and management.  

Initiatives That Have Hybrid Networks Technologies

In the US, there were found the following deployments of hybrid networks technologies: 

Internet2 ION Service – www.internet2.edu/ion/ (Layer 1.5 network) 

Energy Sciences Network (ESnet) Science Data Network (SDN) –  www.es.net (Layer 3/2.5 network) 

USLHCnet – http://lhcnet.caltech.edu (Layer 1.5/2 network) 

Manhattan Landing - MAN LAN (Layer 1/2 network)

Multiple Regional Networks (Layer 2 networks) 

US regional LONI 

Northrop-Grumman

Outside the US, there are also users of the OSCARS system:

NORDUnet 

Japan JGN2+ 

In Europe, there also are research projects and networks that are testing or using hybrid networks technologies in some way. For instance, there are the FEDERICA and PHOSPHOROUS projects that are making some use of hybrid networks technologies. 

Federica - www.fp7-federica.eu 

FEDERICA is a two-and-a-half-year European project to implement an experimental network infrastructure for trial of new networking technologies. 

This infrastructure is intended to be agnostic as to the type of protocols, services and applications that may be trialed, whilst allowing disruptive experiments to be undertaken. The aim is to develop mechanisms that will allow such experiments to be run over existing production networks without adverse effect. 

The FEDERICA project supports research experiments on new Internet architectures and 

protocols by: 

Creating a versatile, scalable, European wide, technology agnostic infrastructure, with the possibility to interconnect with the general Internet and other infrastructures. FEDERICA has created "slices" of its infrastructure to be used simultaneously by more than one research group. Each slice may be configured according to researchers' needs, as a combination of Ethernet network circuits and nodes. 

Facilitating technical discussions amongst specialists, in particular arising from experimental results and disseminating knowledge and NREN experience of meeting users' requirements. 

Providing preliminary information and results for the next generation of the NREN networks, especially GÉANT3. This includes liaising with other EC projects and research activities. 

Contributing with real test cases and results to standardization bodies, e.g. IETF, ITU-T, OIF, TMF (IPsphere). 

Understanding and producing initial solutions on the management and control of distributed, parallel, virtual networks which may communicate between them and with the general Internet. 

Developing experience and proposing a model for managing and using virtual infrastructures as a combination of networks and systems. Currently, this type of management is in its infancy: pro-active tools are needed for monitoring and services. 

Enabling the graceful implementation of a new inter-domain service layer. 

The FEDERICA infrastructure is devoted to research on the Internet of the future and on virtual distributed systems. It is not intended to be used to provide raw computing power or permanent European connections. 

Phosphorous - www.ist-phosphorus.eu 

A new generation of scientific applications is emerging that couples scientific instruments, data and high-end computing resources distributed on a global scale. Developed by collaborative, virtual communities, many of these applications have requirements such as determinism (e.g. guaranteed QoS), shared data spaces, large data transfers that often are achievable only through dedicated optical bandwidth. 

High capacity optical networking can satisfy bandwidth and latency requirements, but software tools and frameworks for end-to-end, on-demand provisioning of network services need to be developed in coordination with other resources (CPU and storage) and need to span multiple administrative and network technology domains. 

In response to the above requirements, Phosphorus will address some of the key technical challenges to enable on-demand e2e network services across multiple domains. The Phosphorus network concept and test-bed will make applications aware of their complete Grid resources (computational and networking) environment and capabilities, and able to make dynamic, adaptive and optimized use of heterogeneous network infrastructures connecting various high-end resources. 

Phosphorus will enhance and demonstrate solutions that facilitate vertical and horizontal communication among applications middleware, existing Network Resource Provisioning Systems, and the proposed Grid-GMPLS Control Plane (figure 2). 

The Phosphorus assessment will rely on experimental activities on a distributed test-bed interconnecting European and worldwide optical infrastructures. Specifically, the test-bed will involve European NRENs and national test-beds, as well as international resources (GÉANT2, Internet2, Canarie, Cross Border Dark Fibre infrastructures and GLIF virtual facility). A set of highly demanding applications will be adapted to prove the concept (figure 1). 

Phosphorus will disseminate procedures, toolkits and middleware to the EU NRENs and their users, such as Supercomputing centres and the wider European and worldwide scientific users. 

Systems For Configuration Of Circuits In Control Planes 

Researchers today in fields such as astronomy, geology, physics and the environment often need dedicated channels to transport data between varying locations at high rates with guaranteed levels of service. 

Internet Protocol (IP) networks provide always-on services for data transfer but cannot guarantee quality (e.g. elimination of data loss at bottlenecks) or resources for bulk transfers with time constraints (e.g. streaming of large amounts of data from different locations to a cluster for real-time correlation). This is due to heterogeneity along end-to-end paths, traffic multiplexing, and open access to a large user base. On the other hand, fixed circuits interconnecting end-points participating in demanding research applications are costly and often result in under-utilisation of e-Infrastructures. 

A dynamic circuit service addresses the limitations of IP networks and fixed circuits for certain use cases by isolating resources over existing infrastructures, reserving them, and providing quantity and quality guarantees at the level required for the time period required between the end-points involved. As soon as a circuit’s resources are no longer necessary, they are released for another potential transfer between different end-points utilising the same resources. 

The GÉANT2 Automated Bandwidth Allocation across Heterogeneous Networks (AutoBAHN) system provides a user-friendly interface for instantiating dynamic circuits over global research and education (R&E) network infrastructures. The system has been developed as a pilot within the GN2 project, which is co-funded by the European Commission as part of the Sixth Research and Development Framework Programme (FP6). The dynamic circuits activity is central to efforts to develop the next-generation GÉANT2 network, using transport technologies to offer new services in addition to IP-based services.  

Current control plane implementations in U.S. are mostly based on OSCARS and DRAGON. 

The client-to-network and network-to-network protocol definitions are based on DICE InterDomain Controller Protocol (IDCP) - www.controlplane.net, which are Web Service Definitions of message types and formats (wsdl) and definition of schemas used for network topology descriptions and path definitions (xsd), originally developed in DICE (DANTE, Internet2, CANARIE, ESnet), but now now includes other organizations as well. 

Evaluation Criteria

Because of time and resources constraints, it not in the scope of this work the installation, testing and evaluation of technical characteristics of control plane systems, like installation requirements and procedures, configuration procedures, interface usability etc. These tests and evaluations may be subject of future investigations, whose results may be included in possible future versions of this document or new documents.

Infrastructure of Systems for Configuration of Hybrid Networks Control Planes

The circuit provisioning systems can be used by NOC operators or by users with enough access privileges in an ad-hoc fashion, for automated provisioning of circuits in networks control planes. The Figure 2 shows an example of demo infrastructure of the AutoBAHN system.
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Figure 2 - Sample of AutoBAHN infrastructure

Support for Intra-Domain Services 

A key requirement for the architecture is to be able to deal with the underlying networks will be very heterogeneous in terms of technology, control mechanisms, and vendors.  

In the current architecture this is abstracted out by the DC (Domain Controller) to IDC (InterDomain Controller) interface.

Four types of underlying domain types have been identified in terms of how the DC interacts with them:  

GMPLS (I2 DCN is an example, regional networks based on ethernet switch dynamic provisioning is another example) 

MPLS (ESNet SDN is an example) 

Management Plane Controlled (USN is an example) 

Vendor Control Plane (I2 DCN also has a component of this) 

IntraDomain provisioning requires a path computation process to determine a path across the local network. 

If the domain consists of multiple technologies, multiple levels, and multiple vendors this problem can be complex. 

In order to realize the advanced control plane features multi-domain path computation needs to be augmented to operate in these environments.  This will likely include addition of the following constraints to the path computation process: 

time domain 

flexible set of AAA and other user defined constraints 

Ability to look for paths as a group in the context of a entire topology build.  

These scheduling and flexible policy processing mechanisms will need to be tightly integrated/coupled with path computation and selection processes 

Support for Multi-Domain Services

Guaranteed bandwidth paths are most effective when the reservation spans end-to-end. This however, introduces the complexity of extending virtual circuits beyond the scope of a single administrative domain to multiple domains. To facilitate this, neighboring domains must agree on several levels, mainly, the management plane, control plane, and data plane: 

• The management plane dictates policies and procedures for authentication, authorization, and usage. This essentially amounts to a Service Level Agreement (SLA) between peer networks. In almost all cases, the usage condition outlined within an SLA determines the maximum aggregate limit. This implies that individual bandwidth requests are managed by the reservation system of the originating AS and not propagated independently to the transit AS’s (i.e. the transit AS will see the request as coming from the originating AS and not the individual making the request). 

• The control plane dictates the way control messages, such as setup and teardown requests, are exchanged between the networks, e.g. RSVP signaling. At this point in time, interdomain interoperability efforts do not permit the end-to-end signaling of LSP’s via the control plane (i.e. interdomain exchange of RSVP messages). This is because there is no vendor implementation that can enforce complex SLA requirements of the various ad- ministrative domains. As such, end-to-end virtual circuits are comprised of intradomain LSP’s stitched together at agreed interconnection points. 

• The data plane handles how user traffic is forwarded from one network to another network, e.g. IP packets, Ethernet VLAN packets, etc. [2]. This is one of the fundamental issues that must be resolved in order for an interdomain end-to-end virtual circuit to be successful. Complications arise when peering RM’s provision virtual circuits at different network layers (e.g. GMPLS LSP, MPLS LSP). The solution to bridging the data planes is part of ongoing collaborative efforts. 

The activity dedicated to provision of support for multi-domain services is divided into three main areas of work: 

Provisioning is a core focus. This area of activity is developing the Advance Multi-domain Provisioning System (AMPS). This system, operating in a distributed manner, will manage the whole provisioning process, from user request through to the configuration of the appropriate network elements. AMPS version 1 was released at the end of 2005. In its initial form, actual router configuration must be performed manually, with the lead-time to reserve bandwidth measured in days. In time, however, AMPS will be able to automatically configure network elements, with a potential reduction in lead-time to minutes.  

In close collaboration with the Performance Measurement research activity, the end-to-end service initiative will implement a measurement system, to demonstrate that its service is being delivered to the required targets. Although this will initially involve the implementation of a single system, eventually a multi-domain approach is envisaged, which will allow individual networks to choose what tools they deploy.   

Finally, this activity will incorporate measures to provide direct support to deal with performance issues. The Performance Enhancement and Response Team (PERT), which began during the lifetime of the GÉANT network, provides support to users to resolve end-to-end performance issues. 

The first multi-domain guaranteed service planned for GÉANT2 will be Premium IP (PIP). To have Europe-wide, true PIP, all connected NRENs would have to commit to and implement the DiffServ model. However, a network which does not implement DiffServ can still take part in PIP QoS if it meets the following criteria: 

Its capacity is significantly over-provisioned 

It forwards IP packets without changing the DSCP field in the packet header 

It correctly deploys the provisioning system designed by the multi-domain service support initiative. 

IP technology as it is commonly used does not cater for those with exacting traffic requirements, such as low packet loss or low jitter. In future, new technologies will need to be introduced both at the level of networking protocols and of optical transmission techniques. The multi-domain service support activity therefore has strong links with each of GEANT2’s research activities, as it looks to take the concepts and techniques developed by those activities further into production-quality service. 

In particular, it is working closely with the Bandwidth on Demand activity, which is also investigating methods of providing a guaranteed-bandwidth service across more than one network. The two activities differ in their technology focus, with the multi-domain service support activity focusing initially on routed Premium IP. Service sophistication also differs: the multi-domain service support activity will provide a basic service early on in the life of GÉANT2, while the BoD activity will deliver a more comprehensive, higher-quality service as the equipment and techniques become available. 

Compatibility with Network Equipments 

Native support of common routing and switching equipments is important, as the users will not have to adapt or modify the control plane system's original code to support their equipments.  

The control plane system can also have an open API, proxy or module to enable the user to extend the support to new network equipment not originally supported.  

Popularity and user base 

It is important to map the popularity of each solution and the user base of each tool, because, in principle, a more popular solution with a bigger number of users will have a community that can give indirect support for the tool. It is expected that more popular tools can have discussion forums, collaborative documentation, etc as most open-source and - in some degree, also closed source software communities - usually do with most popular software, gadgets and devices. 

These criteria above seem to be adequate to characterize and compare the circuit provisioning solutions in the context of the CLARA needs. It is expected that these criteria will give some perspective overview of the circuit provisioning services and identify which are more adequate for CLARA. 

COntrol Plane Systems For Circuit Service Management

AutoBAHN - http://www.geant2.net/server/show/ConWebDoc.2544

The AutoBAHN (Automated Bandwidth Allocation across Heterogeneous Networks) service architecture has been tailored to the needs of the multi-domain, multi-technology pan-European research and education community. It is capable of setting up on-demand dedicated circuits, spanning multiple countries and multiple networks, administered by different entities and using different technologies. 

AutoBAHN makes it possible for network users to request their own bandwidth, explicitly defining the destination of their data, and the speed and service quality level to be used during transmission. In the demonstration, which took place in Cambridge in June 2007, two workstations located in the Irish and Greek research networks (HEAnet and GRnet) were connected over the GÉANT2 testbed with a dedicated gigabit Ethernet circuit, provisioned within minutes. 

The service can be offered on demand (subject to the availability of resources). AutoBAHN’s unique service approach demonstrates the project’s user-led ethos, focusing on end-user control and well-designed, simple, web-based user interfaces. It does so regardless of the network technologies in use by the network domains across which the circuit is established. 

The first release of the AutoBAHN inter-domain manager (IDM) includes: 

fully functional inter-domain path finding

a resilient distributed reservations mechanism

domain manager (DM) functionality

an IDM-DM interface

a DM interface to technology proxy, allowing the user to check availability, book resources and release resources 

One AutoBAHN system instance is operated in each domain involved in any given circuit. This makes possible distributed resource availability checking and reservation, as well as automated topology updates. 

In the context of the Bandwidth on Demand research activity of the GÉANT2 project, there have been made great strides over the lifetime of the project. During Year 3, the activity has achieved a successful demonstration of the dynamic provision of a dedicated circuit, using the AutoBAHN (Automated Bandwidth Allocation across Heterogeneous Networks) architecture developed by the activity. 

The successful demonstration of the AutoBAHN system is another excellent example of GÉANT2’s innovative approach to service provision with the end user in mind. 

AutoBAHN Hardware Requirements

	Configurable Element 
	Minimum
	Recommended

	Central Processing Unit (CPU) 
	500 megahertz (MHz) 
	1 gigahertz (GHz) 

	RAM Memory 
	512 megabytes (MB) 
	1 gigabyte (GB) 

	Disk space 
	50 MB 
	500 MB (for long-term logs) 

	Network Interface Card (NIC) 
	N/A 
	1 Fast Ethernet NIC 


Table 1 - AutoBAHN hardware requirements
AutoBAHN Software Requirements

Operating System: AutoBAHN is certified to run on any Operating System (OS) that supports Java. Linux is recommended (AutoBAHN has been tested on Linux Fedora, Debian, SuSE and Ubuntu and on Windows XP). 

The following software is required: 

Java 1.5 or higher (1.6 recommended).  

Jetty 6.x or higher, or Tomcat 5.x or higher.  

PostgreSQL 8.x or higher. (Any other SQL Relational Database Management System (RDBMS) can be used, so long as it is supported by Hibernate).  

Quagga 0.99.6 or higher. 

Optional Software: Apache Ant 1.6 or higher. Can be used as an alternative to a .war file to build and install the Inter-Domain Manager (IDM) module of AutoBAHN. 

AutoBAHN User Base

The researcher Radoslaw Krzywania, from the Poznan NREN (Poland) confirmed that, up to now, there are at least four NRENs running the AutoBAHN control plane system.  

All the networks below currently are running testbeds with AutoBAHN. Upcoming production deployments is planned in GN3 (April 2011): 

GEANT (Europe) 

PIONIER (Poland) 

GRNET (Greece) 

HEAnet (Ireland) 

DRAGON 

The DRAGON Project (Dynamic Resource Allocation via GMPLS Optical Networks) was funded by the US National Science Foundation (NSF) and is conducting research and developing technologies to enable dynamic provisioning of network resources on an inter-domain basis across heterogeneous network technologies.  

The DRAGON Architecture is defined which aims to leverage the emergence and maturing of optical network technologies to develop and demonstrate the power and flexibility of a "hybrid" packet and circuit switched network infrastructure. Open-source GMPLS software is a key component to our IP control plane which allows provisioning across domain boundaries and multiple network technologies with robust levels of authentication, authorization, and accounting. This project includes the instantiation of an experimental network infrastructure in the Washington D.C. metropolitan region and collaboration with specific e-Science applications. 

HybridMLN

The Hybrid Multi-Layer Network Control for Emerging Cyber-Infrastructures (Hybrid-MLN) project is conducting research and development on automated multi-layer inter-networking control plane technologies that enable distributed multi-layer multi-domain routing and provisioning in large-scale, high-performance network infrastructures. 

OSCARS 

With the advent of service sensitive applications (such as remote-controlled experiments, time constrained massive data transfers, video-conferencing, etc.), it has become apparent that there is a need to augment the services present in today's Energy Sciences Network (ESnet) infrastructure. The On-Demand Secure Circuits and Advance Reservation System (OSCARS) project prototypes one such new service: dynamically provisioned, guaranteed bandwidth secure circuits both within ESnet, and between ESnet and other network domains.  

OSCARS is funded out of the DOE Office of Science. The official project page has links to the original proposal, a project summary, and presentations on OSCARS. Based on the original proposal, functional and design specifications were written to formalize the plans for the implementation. The original implementation was based on the Internet2 BRUW project. Since then, the two projects have merged and share a common code base. The Internet2 Dynamic Circuit Network Software Suite DCNSS wiki contains additional documentation and downloads sites for the OSCARS software. 

The focus of the ESnet On-Demand Secure Circuits and Advance Reservation System (OSCARS) is to develop and deploy a prototype service that enables on-demand provisioning of guaranteed bandwidth secure circuits within ESnet. OSCARS will leverage existing (or in development) products, services, and code (both from the industry and academia) to accomplish its goals. OSCARS will utilize the existing DOEGrids certificate infrastructure and modify Virtual Organization Membership Services (VOMS) software to implement its authentication and authorization schemes. The management and operation of end-to-end circuits (using Label Switched Paths (LSPs)) within the network will be supported using Multi-Protocol Label Switching (MPLS) and Resource Reservation Protocol (RSVP). Quality of Service (QoS) will be used to provide bandwidth guarantees. 

The project objective is to develop and deploy an intra-domain service that can be used by ESnet attached sites, but that will eventually be able to be used by a bandwidth broker to set up inter-domain QoS paths. 

Interoperability with emerging standards, in particular the OASIS’s Web Services Resource Framework (WS-RF) and the Global Grid Forum’s Open Grid Services Architecture (OGSA), will be a focal point in the implementation of this project. 

The research aspects of this project are the investigation of how all of the various elements of the OSCARS service can properly interact with deployed network tools, and how the overall service can co-exist with the production network. 

OSCARS Hardware Requirements 

The OSCARS IDC software requires a single PC that will act as a web server for processing requests. Most modern PCs should be suitable for running the software. The following specifications are the minimum requirements for most installations: 

1 GHz Processor, 1GB memory 

Linux/Unix Operating System (including Mac OS X) 

Basic Internet connectivity 

System clock running the Network Time Protocol (NTP) 

Access to a mail server to send mail 

The IDC listens for http on port 8080 and https on port 8443 by default. 

OSCARS Software Prerequisites 

The OSCARS software is written in Java 5.0 and depends on the following Java packages.  

Java 5.0 or later 

Log4j - logging libraries (included in the distribution) 

Ant 1.7 - Java build tool 

Java Transaction API (JTA) 1.0.1 - Used by hibernate for managing transactions 

Hibernate - database libraries  (included in the distribution) 

Dojo - Javascript toolkit library used by our new browser interface 

Apache Tomcat 5.5 - servlet container 

Apache Axis2 1.4.1 - Web service container 

Apache Rampart 1.4/SNAPSHOT as of Oct 3, 2008 - for Web service message security 

The persistent data for reservations, topology and user information is stored in MySQL tables so MySQL 4.1.2 or later must be installed. 

The DCN-Dragon-Suite Installation Manual also covers installation of the above packages in section 1 and 2. 

There are several shell scripts included in the distribution:  

do_build.sh - which will check for prerequsites,  download axis2 and rampart if they are  missing. build and deploy axis2.war, create and populate the databases and build a properly configured axis2.war file. 

do_install.sh - which is run after do_build and sets some OCSARS configuration variables in the deployed axis2, installs the OSCARS keystores, deploys the OSCARS.war, OSCARS.aar and OSCARSNotify.aar, and builds the tools/utils directory. 

do_upgrade.sh - which will upgrade a DCN release 0.4 to 0.5. It will update the version of axis2 to 1.4.1, update OSCARS security configuration and keystores and update the mysql data bases. 

OSCARS User Base

The IDC software OSCARS is deployed in production at: 

ESnet 

Internet2 

US regional LONI 

There are a number of experimental deployments at the following organizations 

NordUnet 

MANLAN 

Northrop-Grumman 

Japan JGN2+ 

And there are a number of upcoming deployments at the following organizations 

IRNC transatlantic lightpaths (4-5 instances) 

Supercomputing 10 SCinet 

some US regional RENs 

Evaluation of Main Circuit Provisioning Systems

The main circuit provisioning systems were evaluated and the summary is presented in this section. The OSCARS system can be deployed by itself or, mostly commonly, together with the DRAGON system, which apply OSCARS configurations commands to network equipments. The OSCARS system without DRAGON is reported to support only the Junoscript language, available in Juniper Networks equipments.

The criteria and results of the evaluation of the solutions are summarized in the Table 2.

	Criteria 
	AutoBAHN
	OSCARS
	OSCARS/DRAGON

	IntraDomain reservations 
	X
	X
	X

	MultiDomain reservations 
	X
	X
	X

	API, proxy or module to extend hardware support 
	X
	X
	X

	Open-source code 
	X
	X
	X

	Native support for CLARA's routing and switching equipments* 
	N/A
	N/A
	N/A

	User base (either in production or testbeds)
	4
	7
	7


Table 2 - Summary evaluation of main control plane systems

All systems required some level of software development effort to enable support specific network equipments.

Future Work

Because of time and resources constraints, it is outside the scope of this work the installation, testing of the available control plane systems, also the evaluation of technical of their characteristics. Evaluations of technical characteristics and management interfaces of the control plane systems can be subject of future work whose results can be included in future versions of this document.

Conclusion

This document presented a summary of the currently available, control plane systems to deploy, manage and operate static and dynamic circuit networks for hybrid networks and some of their characteristics. This document's research was focused on functional comparative, base on the information available in the system's documentation. Due to time limits there was not possible to carry out tests or a deeper evaluation.  

The main features evaluated show that either AutoBAHN or the OSCARS systems could fit CLARA's needs to deploy a control plane to manage a new circuit service in the RedCLARA2 latin american backbone, but looking at the user base size and popularity trends, the OSCARS system seems could be more interesting for a deployment at the CLARA network, as there will be a bigger use community of this platform, and CLARA can more easily collaborate and have more partners available to get support for troubleshootings and/or development initiatives in hybrid networks technologies.   
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